
NOTES ON MULTI-LINEAR ALGEBRA

These notes are on multi-linear algebra, which mainly covers tensor product and exterior product
on vector spaces. These notes were originally written for the course MAS212 of Spring Semester
2022, KAIST. They are used as supplementary materials of the linear algebra course which I taught
using [HK] as the textbook, for first year or second year undergraduate students. There are many
good books on these topics. For example, see [Bou98] for a complete treatment. Professor Garrett’s
book [Gar08] is also very helpful. The materials in these notes are usually taken from the above
books. Tensor product and exterior product could be defined for modules over rings. Considering
that these notes are mainly for freshman, we only consider these constructions for vector spaces.
Any comments are welcome. Throughout the notes, F is a fixed field and VectF denotes all vector
spaces over F .

1. Quotient space

Definition 1.1. Let V be a vector space over F and W ⊂ V be a subspace. The quotient vector
space Q of V by W is a pair (π,Q), where

(1) Q is a vector space over F , and
(2) π : V → Q is linear map satisfying π(w) = 0,∀w ∈ W ,

such that for any pair (f,X) with a vector space X over F and linear map f : V → X satisfying
f(w) = 0 for all w ∈ W , there is a unique linear map f̄ : Q → X such that

f = f̄ ◦ π,
namely, the following diagram commutes

V
π //

f ��

Q

∃!f̄��
X

In this definition, we don’t specify what the quotient vector space Q actually is. In contrast, we
impose a condition such that Q must satisfy and this condition uses an arbitrary “external” vector
space X and an arbitrary linear map f : V → X with a condition (namely f(w) = 0,∀w ∈ W ).
This kind condition is called a “universal property” and later you will find a lot of objects in math
are defined using certain universal properties. In fact, many properties of the defined object (here,
it is the quotient space) can be derived from this universal property, without knowing what exactly
the space Q is.

In the above, we defined the quotient space of V by W rather than a quotient space, because it
is unique as explained in the following.

Theorem 1.2 (Uniqueness). The quotient space (Q, π) is unique up to a unique isomorphism.

Proof. Let (Q1, π1) and (Q2, π2) be two quotient spaces. Replace (X, f) by (Q2, π2) in the definition
of quotient space, we see that there is a unique linear map f : Q1 → Q2 such that π2 = f ◦ π1.
Similarly, there is a unique linear map g : Q2 → Q1 such that π1 = g◦π2. Then we get π2 = f ◦g◦π2.
Since π2 = IdQ2

◦ π2 and IdQ2
is a unique linear map with this property, we get that f ◦ g = IdQ2

.
Similarly, g◦f = IdQ1 . This shows that f and g are isomorphisms, and the uniqueness of f : Q1 → Q2

was shown above. □

Notation: Since the quotient space of V by W is unique if it exists, we will denote it by V/W .
The linear map π : V → V/W is called the quotient map.

Theorem 1.3 (Existence). The quotient space V/W exists.
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Proof. Define equivalence relation on V by α ∼ β iff α− β ∈ W. Let V/W be the set of equivalence
classes of this equivalence relation. It is easy to define a vector space structure on this set as we did
in class. □

Remark 1.4. Here is a different way to state the definition of quotient space. Temporarily, for
a vector space X, we denote Hom(V,X;W ) the set {f ∈ HomF (V,X)| f(w) = 0,∀w ∈ W} . For
any g ∈ HomF (V/W,X), we consider the composition g ◦ π : V → V/W → X. Then g ◦ f ∈
Hom(V,X;W ). The definition of quotient space says that the map

HomF (V/W,X) → Hom(V,X;W )

g 7→ g ◦ π
is bijective for any vector space X (the uniqueness in Definition 1.1 says the map is injective and the
existence in Definition 1.1 says the above map is surjective). This bijection can be used to define
the quotient space (π, V/W ). In more abstract language, the definition of quotient spaces says that
the pair (π, V/W ) represents the functor VectF → Sets defined by X 7→ Hom(V,X;W ).

Remark 1.5. The following is another way to understand the definition of quotient space using
universal properties. Given a vector space V and a subspace W . We consider the set

Q(V/W ) = {(f,X)|X ∈ VectF , f ∈ HomF (V,X;W )} .

We can define an order on the set Q(V/W ) in the following way. Given two elements (f,X), (g, Y ) ∈
Q(V/W ), we say (f,X) ≤ (g, Y ) if there is a linear map h : X → Y such that g = h ◦ f . In this
terminology, the quotient space (π, V/W ) is just the minimal element in Q(V/W ). Note that the
uniqueness result in Theorem 1.2 says that there is a unique smallest element in Q(V/W ).

In the following, we will show several properties of the quotient space using only the universal
property. We avoid using the explicit construction in Theorem 1.3 on purpose. Before that, let us
recall the following basic fact about linear transformation

Theorem 1.6. (1) Let V,X be vector spaces over F and let dimF V = n. Let {α1, . . . , αn} be
a basis of V . Then for any n-vectors β1, . . . , βn ∈ X, there exists a unique linear transfor-
mation f : V → X such that f(αi) = βi.

(2) Let V be a vector space over F and W ⊂ V be a subspace. If α ∈ V and α /∈ W , then there
exists a linear map f : V → F such that f(α) = 1 and f(w) = 0 for all w ∈ W .

Proof. (1) is a basic theorem from the textbook [HK, Theorem 1 of Chapter 3]. (2) To prove (2), we
need to assume that every vector space (including infinite dimensional) has a basis. Let S1 = {βi}i∈I

be a basis of W . Since α /∈ Span(S1), S2 = S1∪{α} is also linearly independent. We then extend S2

to a basis of V , say S3 = {α, βi, γj}. Then we define f : V → F by f(α) = 1 and f(βi) = f(γj) = 0.
This f satisfies the condition. □

We now will only use the universal property to prove some properties of V/W .

Proposition 1.7. The quotient space V/W is the zero vector space if and only if V = W .

Note that the proposition is trivial if we know the construction of V/W as in Theorem 1.3. But
it is not clear from the definition of quotient space given by the universal property.

Proof. We first suppose that V = W and we will show that V/W is the 0 vector space, namely, we
will show that V/V = 0. Let π : V → V/V be the linear map in the definition of the quotient space.
By definition, we have π(v) = 0 for all v ∈ V . Pick f : V → X in the Definition 1.1 as π : V → V/V .
We have the following commutative diagram

V
π //

π
  

V/V

idV/V||
V/V
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On the other hand, from the fact that π(v) = 0,∀v ∈ V , we also have the following commutative
diagram

V
π //

π
  

V/V

0V/V||
V/V

where 0V/V is the zero map 0V/V : V/V → V/V defined by 0V/V (α) = 0 for all α ∈ V/V . By the
uniqueness part in the Definition 1.1, we must have idV/V = 0V/V . Thus for any α ∈ V/V , we get
α = idV/V (α) = 0V/V (α) = 0. Thus V/V = {0}.

Conversely, we show that if V/W is the zero vector space, then W = V . We prove it by contra-
diction. Assume that W ̸= V , we then have an element α ∈ V but α /∈ W . By Theorem 1.6, we can
find a linear map f : V → F such that f(α) = 1 and f(w) = 0 for all w ∈ W . Thus by the Definition
1.1, there is a unique f̄ : V/W → F such that f = f̄ ◦ π. By assumption, π(α) ∈ V/W = {0}, we
get f(α) = f̄(0) = 0, which contradicts to f(α) = 1. □

Note that, in the above, W and V might be infinite dimensional and we used the fact that any
vector space has a basis.

Lemma 1.8. Suppose that the quotient map π : V → V/W is the zero map, then V/W = 0.

Proof. Suppose that π : V/W is the zero map. Then from the commutativity of the diagrams

V
π //

π
!!

V/W

0V/W{{
V/W

V
π //

π
!!

V/W

IdV/W{{
V/W

and the uniqueness of the maps in the Definition 1.1, we can get 0V/W = idV/W . Thus for any
α ∈ V/W , we have α = IdV/W (α) = 0V/W (α) = 0. Thus V/W = {0}. □

Theorem 1.9. The quotient map π : V → V/W is surjective and ker(π) = W .

Proof. Let X = Im(π) ⊂ V/W and consider the quotient map π′ : V/W → (V/W )/X and f =
π′ ◦ π : V → (V/W )/X. For any α ∈ V , we have π(α) ∈ X. Thus f(α) = π′(π(α)) = 0 since
π′(β) = 0 for all β ∈ X. This means that f(α) = 0 for all α ∈ V . Thus we have the following two
commutative diagrams

V
π //

f $$

V/W

0yy
(V/W )/X

V
π //

f $$

V/W

π′
yy

(V/W )/X

we get π′ = 0. Thus by Lemma 1.8, we have (V/W )/X = 0 and thus X = V/W by Proposition 1.7.
This shows that π is surjective.

By Definition 1.1, we know that π(w) = 0,∀w ∈ W and thus W ⊂ Ker(π). If Ker(π) ̸= W ,
we pick an element α ∈ Ker(π) and α /∈ W . By Theorem 1.6 again, we can find a linear map
f : V → F such that f(α) = 1, f(w) = 0. Thus by the definition of quotient, there exists a linear
map f̄ : V/W → F such that f = f̄ ◦ π. Then f(α) = f̄(π(α)) = f̄(0) = 0, since π(α) = 0 by
assumption. This is a contradiction. □

Theorem 1.10. If dimV = n, dimW = m, then dim(V/W ) = n−m.

Proof. Let π : V → V/W be the quotient map. Assume that {α1, . . . , αm} is a basis of W and
extend it to a basis of V , say {α1, . . . , αm, αm+1, . . . , αn}. Since π(w) = 0 for all w ∈ W , we have
π(αi) = 0 for all i with 1 ≤ i ≤ m. We will show that S = {π(αm+1), . . . , π(αn)} is a basis of of
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V/W . By Theorem 1.9, we have Span(S) = V/W . We now show that S is linearly independent.
Assume that

(1.1)

n∑
i=m+1

ciπ(αi) = 0, ci ∈ F.

We consider a vector space X with dimX = n − m and B = {em+1, . . . , en} is a basis of X.
By Theorem 1.6, there exists a linear map f : V → X such that f(αi) = 0, i = 1, . . . ,m, and
f(αi) = ei, i = m + 1, . . . , n. By the definition of quotient, there is a unique map f̄ : V/W → X
such that f = f̄ ◦ π. By (1.1), we have

f(

n∑
i=m+1

ciαi) = f̄(

n∑
i=m+1

ciπ(αi)) = f̄(0) = 0.

Thus we get
n∑

i=m+1

ciei = 0.

Since {ei}m+1≤i≤n is a basis of X, we get ci = 0 for all i = m+ 1, . . . , n. □

2. Direct sum

We recall the following definition from [HK, §6.6]. Let V be a vector space over F and let
W1, . . . ,Wk be subspaces of V . Suppose that V = W1+ · · ·+Wk and the subspaces W1, . . . ,Wk are
independent, then we call V a direct sum of W1, . . . ,Wk and write

V = W1 ⊕ · · · ⊕Wk.

Here the condition W1, . . . ,Wk are independent means that if we have α1+ · · ·+αk = 0 for αi ∈ Wi,
we then have αi = 0 for each i. Recall the following

Theorem 2.1. [HK, Theorem 9, page 212] Suppose V = W1 ⊕ · · · ⊕Wk, then there exists k linear
operators E1, . . . , Ek ∈ End(V ) such that

(1) E2
i = Ei;

(2) Ei ◦ Ej = 0, if i ̸= j;
(3) I = E1 + · · ·+ Ek;
(4) Im(Ei) = Wi.

Conversely, suppose that there exists k linear operators E1, . . . , Ek ∈ End(V ) satisfies (2) and (3)
above, then

V = W1 ⊕ · · · ⊕Wk,

with Wi = Im(Ei).

Direct sum can also be characterized as follows.

Proposition 2.2. Let Wi, 1 ≤ i ≤ k be subspaces of V . Let ιi : Wi → W be the linear map defined
by ιi(αi) = αi. This makes sense because Wi is a subspace of V .

(1) Suppose

V = W1 ⊕W2 ⊕ · · · ⊕Wk.

Given any vector space X and any linear map fi : Wi → X, then there is a unique linear
map f : V → X such that fi = f ◦ ιi for each i with 1 ≤ i ≤ k. In other words, there exists
a commutative diagram

Wi V

X

ιi

fi

∃!f
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(2) Given any vector space X and any linear map fi : Wi → X for all i with 1 ≤ i ≤ m, suppose
there is a unique linear map f : V → X such that fi = f ◦ ιi for each i with 1 ≤ i ≤ k. In
other words, there exists a commutative diagram

Wi V

X

ιi

fi

f

Then

V = W1 ⊕W2 ⊕ · · · ⊕Wk.

Proof. Part (1) is easy, we only prove part (2). Consider the subspace V ′ := W1 + · · · +Wk of V .
Let π : V → V/V ′ be the projection map. Let fi = π ◦ ιi. We consider the following diagrams

Wi V

V/V ′

ιi

fi
π

Wi V

V/V ′

ιi

fi

0

The left side diagram is commutative by definition. The right side integral is commutative because
Wi ⊂ V ′ and thus π ◦ ι = 0. Thus the uniqueness assumption implies that π = 0. Thus V = V ′ =
W1 + · · ·+Wk.To prove the asswertion, we need to show that W1, . . . ,Wk are independent.

Next, fix an integer m with 1 ≤ m ≤ k, and we consider the map fm
i : Wi → Wm defined by

fm
i = idWm

, if i = m; fm
i = 0, if i ̸= m.

Then by assumption, there is a unique linear map E′
m : V → Wm such that fm

i = E′
m ◦ ιi for each

i. We now define Em : V → V by Em = ιm ◦ E′
m. Then we have

Em ◦ Ei = ιm ◦ E′
m ◦ ιi ◦ E′

i = 0, if m ̸= i,

since E′
m ◦ ιi = 0.On the other hand, we have

Em ◦ Em = ιm ◦ E′
m ◦ ιm ◦ E′

m = ιm ◦ E′
m = Em,

since E′
m ◦ ιm = fm

m = idWm
.

Suppose that

α1 + · · ·+ αk = 0,

with αm ∈ Wm for each m. Then we have ιm(αm) = αm and thus

Em(αm) = Em ◦ ιm(αm) = ιm ◦ E′
m ◦ ιm = ιm(αm) = αm,

since E′
m ◦ ιm = idWm . Thus the equation α1 + · · ·+ αk = 0 can be written as

E1(α1) + · · ·+ Ek(αk) = 0.

Apply Em on both sides, we get that

E2
m(αm) = Em(αm) = αm = 0,

for each m. We can done. □

In fact, it is not hard to see that Ei defined in the above proof satisfies the properties in [HK,
Theorem 9, page 212].

The above defined direct sum is called the internal direct sum because Wi are chosen to be
subspaces of V . We can drop this condition and use universal property in Proposition 2.2 to define
the external direct sum. Moreover, we can also consider direct sum of infinitely number of vector
spaces.

Definition 2.3. Let I be an index set. Suppose that we are given a vector space Wi over F for each
i ∈ I. The direct sum of Wi is a pair (⊕i∈IWi, (ιi)i∈I), where

(1) ⊕i∈IWi is a vector space over F ; and
(2) (ιi)i∈I is a family of linear maps ιi ∈ HomF (Wi,⊕i∈IWi),
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such that for any other vector space X, and for any other family of linear maps fi ∈ HomF (Wi, X)
for each i ∈ I, there is a unique linear map f : ⊕i∈IWi → X such that fi = f ◦ ιi for each i ∈ I. In
other words, we have the following diagram

Wi
ιi //

fi   

⊕i∈IWi

∃!f
{{

X

Proposition 2.4. Direct sum exists and is unique up to a unique isomorphism.

Proof. The proof of the uniqueness part is the same with the proof in the quotient case and we omit
the details. For the existence part, we give a sketch. It should be easy to fill the details. We first
define ∏

i∈I

Wi.

As a set
∏

i∈I Wi is the cartesian product of Wi, namely,∏
i∈I

Wi = {(αi)i∈I |αi ∈ Wi} .

Its vector space structure is defined by

c.(αi)i∈I = (cαi)i∈I , c ∈ F, αi ∈ Wi,

and

(αi)i∈I + (βi)i∈I = (αi + βi)i∈I , αi, βi ∈ Wi.

Then we define

⊕i∈IWi =

{
(αi)i∈I ∈

∏
i∈I

Wi| there exists a finite set S ⊂ I such thatαi = 0,∀i ∈ I − S

}
.

It is not hard to check that ⊕i∈IWi is a subspace of
∏

i∈I Wi. Moreover, we consider the map

ιi : Wi → ⊕i∈IWi

defined by ιi(α) is the element in ⊕i∈IWi such that its i-th component is αi and its j-th component
is zero for any j ∈ I, j ̸= i. It is not hard to check that (⊕i∈IWi, (ιi)i∈I) satisfies the universal
property. □

Remark 2.5. The space
∏

i∈I Wi defined in the above proof is called the direct product. For each
i, we have linear map ∏

i∈I

Wi → Wi

defined by p((αi)i∈I) = αi. The pair (
∏

i∈I Wi, (pi)i∈I) satisfies the following universal property.
Given any pair (X, (fi)i∈I), where X is a vector space and fi ∈ HomF (X,Wi), then there is a
unique linear map f : X →

∏
i∈I Wi such that fi = p ◦ f .

Wi

∏
i∈I Wipi

oo

X

fi

``

∃!f

;;

This diagram is just obtained by reversing arrows in the direct sum commutative diagram. In this
sense, the direct product is the dual object of the direct sum. From the construction, if I is finite,
then direct sum and direct product are the same. But when I is infinite, direct product is larger
than direct sum. Here is another example. As a vector space, we have

F [x] = ⊕i∈NF, F [[x]] =
∏
i∈N

F.
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3. Free vector space

Let S be any set.

Definition 3.1. The free vector space of S, is a pair (ι, FS), where

(1) FS is vector space over F , and
(2) ι : S → FS is a map between two sets,

such that for any other pair (φ,X), where X is a vector space X over F and φ : S → FS is a
map, there is a unique linear map Φ : FS → X such that φ = Φ ◦ ι, namely, the following diagram
commutes:

S
ι //

φ
��

FS

Φ~~
X

Remark 3.2. In the above definition, ι, φ are maps between sets and Φ : FS → X is a linear map
between two vector spaces. As in the quotient space case, the above definition says that there is a
bijective map

HomSets(S,X) → HomVectF (F
S , X).

Here HomSets(S,X) denote the set of all maps from S to X (which has no other requirements) and
HomVectF (F

S , X) denotes the set of all linear maps from FS to X (which are maps that respect the
structure of vector spaces).

Theorem 3.3 (Free vector space). The free vector space exists and is unique.

Proof. The proof of the uniqueness is the same as the quotient space case. The proof of existence is
easy. Take

FS =
{
f : S → F |f−1(F − {0}) is finite

}
.

For f, g ∈ FS , c ∈ F , define cf + g : S → F by

(cf + g)(x) = cf(x) + g(x),∀x ∈ S.

In this way, FS becomes a vector space. The zero element is the zero function. For any a ∈ S,
define ∆a : S → F by

∆a(y) = δa,y,

where δa,y = 1 if a = y and δa,y = 0 if a ̸= y. We claim that B = {∆a : a ∈ S} is a basis of the
vector space FS . First, for any f ∈ FS , let Supp(f) = {x ∈ S : f(x) ̸= 0}. According the definition,
we have Supp(f) is finite. Say Supp(f) = {x1, . . . , xn}. Then it is easy to check that

f = f(x1)∆x1
+ . . . f(xn)∆xn

.

This implies that f ∈ Span(B). Next, suppose that we have a linear combination relation

c1∆x1
+ · · ·+ cn∆xn

= 0.

Denote f = c1∆x1
+ · · ·+ cn∆xn

. Note that f = 0 means that f is the zero function. Thus f(x) = 0
for any x ∈ S. From f(xi) = 0, we get that ci = 0. This implies that B is linearly independent.
Thus B is a basis of FS .

Consider the map ι : S → FS defined by

ι(a) = ∆a.

We will show that for any vector space X and any map φ : S → X (as a map of sets), there exists
a linear transformation Φ : FS → X such that φ = Φ ◦ ι, namely, φ(a) = Φ(∆a) for all a ∈ S.
Actually, since B is a basis of FS , for any f ∈ FS , we can write

f =

n∑
i=1

ci∆ai
,

with uniquely determined ci (in fact, ci = f(ai).) We just define Φ(f) =
∑n

i=1 ciΦ(∆ai
). Thus there

is a unique such Φ satisfies Φ(∆ai
) = φ(ai). □
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Remark 3.4. Actually, any vector space is free. More precisely, let V be a vector space and B be a
basis of V . Then there is an isomorphism FB → V. One can also check that FS = ⊕s∈SVs, where
each Vs is just F .

4. tensor product

4.1. Tensor product of two vector spaces.

Definition 4.1. Let V,W,X be vector spaces over F . A map f : V ×W → X is called bilinear if

f(cα+ α′, β) = cf(α, β) + f(α′, β),

and
f(α, cβ + β′) = cf(α, β) + f(α, β′),

for all c ∈ F, α, α′ ∈ V, β, β′ ∈ W.

Proposition 4.2. Assume that dimV = n,dimW = m and X is an arbitrary vector space over F .
Let {α1, . . . , αn} be a basis of V and {β1, . . . , βm} be a basis of W . For any set

{eij ∈ X|1 ≤ i ≤ n, 1 ≤ j ≤ m} ,
there is a unique bilinear map f : V ×W → X such that

f(αi, βj) = eij , 1 ≤ i ≤ n, 1 ≤ j ≤ m.

Proof. This is an analogue of Theorem 1.6 and the proof is similar. □

Definition 4.3. Given two vector spaces V1, V2 over F , the tensor product of V1 with V2 is an F
vector space, denoted by V1 ⊗F V2, together with an F -bilinear map τ : V1 × V2 → V1 ⊗F V2 such
that for every vector space X over F and for every F -bilinear map φ : V1 × V2 → X, there exists a
unique linear map (linear transformation) Φ : V1 ⊗F V2 → X such that φ = Φ ◦ τ , namely, we have
the following commutative diagram

V1 × V2
τ //

φ
##

V1 ⊗F V2

Φ
zz

X

Proposition 4.4. The tensor product, V1 ⊗F V2 is unique up to unique isomorphism, if it exists.

Proof. The proof is similar as in the quotient space case, Theorem 1.2. Try to fill the details by
yourself. □

Theorem 4.5. Tensor product exists.

Proof. Let FV1×V2 be the free vector space of the set V1 × V2. Recall that there is an associated
set map ι : V1 × V2 → FV1×V2 such that, for any vector space X over F , and for any set map
φ : V1 × V2 → X, there exists a unique linear map Φ : FV1×V2 → X such that the following diagram
is commutative

V1 × V2
ι //

φ
##

FV1×V2

Φ
{{

X

Let Y ⊂ FV1×V2 be the subspace spanned by all elements

ι(cα+ α′, β)− cι(α, β)− ι(α′, β)

ι(α, cβ + β′)− cι(α, β)− ι(α, β′)

for all α, α′ ∈ V1, β, β
′ ∈ V2, c ∈ F . Let V1⊗F V2 := FV1×V2/Y and let π : FV1×V2 → V1⊗F V2 be the

quotient map. Let τ = π ◦ ι, which is a map V1 × V2 → V1 ⊗F V2. We will check that (V1 ⊗F V2, τ)
satisfies the conditions given in Definition 4.3. We first need to check that τ is bilinear. Thus for
any α, α′ ∈ V1, β, β

′ ∈ V2, c ∈ F , we need to check that

τ(cα+ α′, β) = cτ(α, β) + τ(α′, β), τ(α, cβ + β′) = cτ(α, β) + τ(α, β′).
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Note that

τ(cα+ α′, β)− cτ(α, β)− τ(α′, β) = π(ι(cα+ α′, β))− cπ(ι(α, β))− π(ι(α′, β))

= π (ι(cα+ α′, β)− cι(α, β)− ι(α′, β))

= 0.

Here we used that π is linear and ι(cα + α′, β)− cι(α, β)− ι(α′, β) ∈ Y and thus π(ι(cα + α′, β)−
cι(α, β)− ι(α′, β)) = 0. This shows the first equation. The second equation can be proved similarly.

Next, we check that (V1 ⊗F V2, τ) satisfies the universal property. Namely, for any bilinear map
φ : V1 × V2 → X, we will show that there is a unique linear map Φ : V1 ⊗F V2 → X such that
φ = Φ ◦ τ.

V1 × V2
ι //

φ
##

FV1×V2

φ1

{{

π // V1 ⊗ V2

Φ

ssX

We first view φ : V1 × V2 → X as a set map. Then by the universal property of free vector space,
there exists a unique linear map φ1 : FV1×V2 → X such that φ = φ1 ◦ι. Moreover, since φ is bilinear,
we have

φ1(ι(cα+ α′, β)− cι(α, β)− ι(α′, β)) = φ(cα+ α′, β)− cφ(α, β)− φ(α′, β) = 0.

Similarly, we have

φ1(ι(α, cβ + β′)− cι(α, β)− ι(α, β′)) = 0.

This implies that φ1(y) = 0 for any y ∈ Y . Now by the universal properties of the quotient space,
we know that there exists a unique linear map Φ : V1 ⊗ V2 → X such that φ1 = Φ ◦ π. Thus we get

Φ ◦ τ = Φ ◦ π ◦ ι = φ1 ◦ ι = φ.

The uniqueness of Φ also follows from the above proof. □

Notation: In the following, for α ∈ V1, β ∈ V2, we will write

α⊗ β := τ(α, β),

and write the map τ : V1 × V2 → V1 ⊗F V2 as ⊗ : V1 × V2 → V1 ⊗F V2. Using this new notation, the
basic properties of τ can be written as

(cα+ α′)⊗ β = cα⊗ β + α′ ⊗ β, α⊗ (cβ + β′) = cα⊗ β + α⊗ β′.

In particular, we have (cα)⊗β = α⊗ (cβ) for c ∈ F, α ∈ V1, β ∈ V2. When the field F is understood,
we will omit it from the notations and write V1 ⊗ V2 instead of V1 ⊗F V2.

For vector spaces V1, V2, X, denote Bil(V1, V2;X) the space of all bilinear maps V1 × V2 → X.
Then the universal property of tensor product is equivalent to saying that the map

(4.1) Bil(V1, V2;X) → HomF (V1 ⊗ V2, X),

defined by φ 7→ Φ for Φ with φ = Φ ◦ τ is a bijection. Compare this with Remark 1.4.

Next, we prove some basic properties of V1 ⊗ V2.

Proposition 4.6. We have V1 ⊗F V2 = Span {α⊗ β : α ∈ V1, β ∈ V2} .

Proof. Let X = Span {α⊗ β : α ∈ V1, β ∈ V2}, which is a subspace of V1 ⊗ V2. Consider Q =
V1 ⊗ V2/X and let q : V1 ⊗ V2 → Q be the quotient map. Note that for any α ∈ V1, β ∈ V2, we have
q(α⊗ β) = 0 since α⊗ β ∈ X. In other words, we have the following commutative diagram

V1 × V2
⊗=τ //

0
##

V1 ⊗ V2

q
{{

Q
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where 0 : V1 × V2 → Q is the zero bilinear map. On the other hand, we clearly have the following
diagram

V1 × V2
⊗=τ //

0
##

V1 ⊗ V2

0
{{

Q

Thus by the uniqueness of the map in the definition of tensor product, we get that the quotient
map q is actually the zero map. This implies that Q = 0 and thus X = V1 ⊗ V2 following Theorem
1.9. □

Warning: A typical element in V1 ⊗ V2 is of the form

n∑
i=1

αi ⊗ βi, αi ∈ V1, βi ∈ V2.

In general, not every element in V1 ⊗ V2 can be written as α ⊗ β for α ∈ V1, β ∈ V2. Elements in
V1 ⊗ V2 of the form α⊗ β are called pure tensors.

Theorem 4.7. If dimV1 = m,dimV2 = n, then dimV1 ⊗ V2 = mn. More precisely, if {αi}1≤i≤m

is a basis of V1 and {βj}1≤j≤n is a basis of V2, then {αi ⊗ βj}1≤i≤m,1≤j≤n is a basis of V1 ⊗ V2.

Proof. Denote B = {αi ⊗ βj}1≤i≤m,1≤j≤n. We first show that B spans V1 ⊗ V2. This follows from

Proposition 4.6 directly. Actually any pure tensor α ⊗ β for α ∈ V1, β ∈ V2 is a linear combination
of {αi ⊗ βj}1≤i≤m,1≤j≤n: if α =

∑
ciαi, β =

∑
djβj , then α ⊗ β =

∑
cidjαi ⊗ βj . By Proposition

4.6, V1 ⊗ V2 is spanned by all pure tensors, thus it is spanned by B.
Next we show B is linearly independent. Suppose that

(4.2)
∑
i,j

cijαi ⊗ βj = 0

for cij ∈ F . We will show that cij = 0 for all i, j. Consider a vector space X with dimension mn
and basis

{eij : 1 ≤ i ≤ m, 1 ≤ j ≤ n} .
We define a bilinear map φ : V1 × V2 → X by φ(αi, βj) = eij . By Proposition 4.2, there is a unique
such map. By the definition of tensor product, there is a unique linear map Φ : V1 ⊗ V2 → X such
that φ(α, β) = Φ(α⊗ β) for any α ∈ V1, β ∈ V2. Apply Φ to (4.2), we then get

0 =
∑
i,j

cijΦ(αi ⊗ βj) =
∑
i,j

cijeij .

Since {eij} are linearly independent in X, we get cij = 0 for all i, j. □

Remark 4.8. In the above proof, we indeed used an external vector space X to detect the properties
of V1 ⊗F V2, whose internal structure (its dimension in the above example) are not very clear from
its definition. Actually, the universal property of V1 ⊗F V2 in its definition tells how it interacts
with other vector spaces (external spaces) and it turns out that all of its internal structure can be
determined using this. It is very like the following situation. Suppose that we know there exists a
person, and we don’t know much about her/his internal properties, like her/his appearance/voices
and so on; but we know how she/he interacts with everybody in the whole world, then we should be
able to know everything about her/him. Usually, how does one interact with other people can tell
you more about this person than how she/he looks. Similarly, in mathematical world, if one knows
how one math object (like vector space, topological space, group,...) interacts with any other similar
math objects (the interaction between math objects are just maps between them which respects the
math structures, like linear maps for vector spaces, continuous maps for topological spaces, group
homomorphism for groups,...), we should understand everything about this math object. This is
actually one very important spirit in modern math (in particular in category theory), morphisms
(certain maps, eg. linear transformations, continuous maps, group homomorphism,...) are at least



NOTES ON MULTI-LINEAR ALGEBRA 11

as important as (if not more important than) the math objects themselves (eg. vector spaces). A
great example to illustrate this is the famous Grothendieck-Riemann-Roch theorem, see [Jac04].

Now let T1 : V1 → W1, T2 : V2 → W2 be two linear transformations. Consider the map⊗◦(T1, T2) :
V1 × V2 → W1 ⊗W2 defined by

(v1, v2) 7→ T1(v1)⊗ T2(v2).

Then this map is bilinear. Thus by the universal property of tensor product, we have a linear map

T1 ⊗ T2 : V1 ⊗ V2 → W1 ⊗W2

such that

T1 ⊗ T2(v1 ⊗ v2) = T1(v1)⊗ T2(v2),

in other words, we have the following commutative diagram

V1 × V2
⊗ //

(T1,T2)

��

V1 ⊗ V2

T1⊗T2

��
W1 ×W2

⊗ // W1 ⊗W2

Here the left side map (T1, T2) is the map (T1, T2)(v1, v2) = (T1(v1), T2(v2)).
The map T1 ⊗ T2 is called the tensor product of T1 with T2.
Let us try a small example. Consider V1 = V2 = W1 = W2 = F 2 and a map Ti ∈ End(F 2) is

given by a matrix Ai ∈ Mat2×2(F ). What is the matrix of T1 ⊗ T2? We fix ϵ1 = (1, 0)t, ϵ2 = (0, 1)t.
Then B1 = {ϵ1, ϵ2} is a standard basis of V = F 2. Let e1 = ϵ1 ⊗ ϵ1, e2 = ϵ1 ⊗ ϵ2, e3 = ϵ2 ⊗ ϵ1
and e4 = e2 ⊗ e2. Then by Theorem 4.7, B = {e1, e2, e3, e4} is a basis of V ⊗ V . Assume that

[T1]B1
= A =

(
a11 a12
a21 a22

)
and [T2]B1

= B =

(
b11 b12
b21 b22

)
. Then

T1ϵ1 = a11ϵ1 + a21ϵ2, T1ϵ2 = a12ϵ1 + a22ϵ2,

T2ϵ1 = b11ϵ1 + b21ϵ2, T2ϵ2 = b12ϵ1 + b22ϵ2.

Thus we can get

(T1 ⊗ T2)(ϵ1 ⊗ ϵ1) = (a11ϵ1 + a21ϵ2)⊗ (b11ϵ1 + b21ϵ2) = a11b11e1 + a11b21e2 + a21b11e3 + a21b21e4.

A simple calculation shows that

(T1 ⊗ T2)[e1, e2, e3, e4] = [e1, e2, e3, e4]


a11b11 a11b12 a12b11 a12b12
a11b21 a11b22 a12b21 a12b22
a21b11 a21b12 a22b11 a22b22
a21b21 a21b22 a22b21 a22b22

 .

The right hand matrix is usually denoted by A⊗B, which can be viewed in block form

A⊗B =

[
a11B a12B
a21B a22B

]
.

In general, for A ∈ Matm×m, B ∈ Matn×n, we define a matrix A⊗B ∈ Matmn×mn in the same way
by

A⊗B =


a11B a12B . . . a1mB
a21B a22B . . . a2mB
. . . . . . . . . . . .

am1B am2B . . . ammB

 .

It represents the matrix of a tensor product of two linear operators in some basis.

Exercise 4.9. How does tensor product of two linear operators behave under composition? Namely,
suppose Ti, Ui : Vi → Vi are linear operators, and we can compose the Ui ◦ Ti : Vi → Vi. What is the
relationship between (U1 ◦ T1)⊗ (U2 ◦ T2) with, say, (U1 ⊗ U2) ◦ (T1 ⊗ T2)?

Exercise 4.10. If Ti : Vi → Vi are invertible, is T1 ⊗ T2 : V1 ⊗ V2 → V1 ⊗ V2 invertible? Given
A ∈ Matm×m, B ∈ Matn×n, what is det(A⊗B) in terms of det(A) and det(B)?
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The answer is yes for the first question, which either follows from Problem 4.9 or the second part
of Problem 4.10. The answer for the second part of Problem 4.10 is

det(A⊗B) = det(A)n det(B)m.

You can try to figure out a proof on your own, which is not very hard. Also, see this link.
From the above two problems, we know that there is a group homomorphism

GLm(F )×GLn(F ) → GLmn(F )

(A,B) 7→ A⊗B.

(A group homomorphism is a map between groups which preserves product of the groups.) This
indeed give a representation of the group GLm(F ) × GLn(F ), which is called the tensor product
representation.

Exercise 4.11. What can you say about Tr(A⊗B)?

Exercise 4.12. For any vector spaces V1, V2, show that there is a natural isomorphism V1 ⊗ V2 →
V2 ⊗ V1.

Exercise 4.13. Let V1, V2 be finite dimensional vector spaces and let V ∗
1 be the dual space of V1.

Show that there is a linear map Θ : V ∗
1 ⊗V2 → Hom(V1, V2) such that Θf⊗β ∈ Hom(V1, V2) is defined

by

Θf⊗β(α) = f(α)β,

for all f ⊗ β ∈ V ∗
1 ⊗ V2. Show that Θ is an isomorphism.

This gives another proof that dim(V ∗
1 ⊗ V2) = dim(V1) dim(V2).

Exercise 4.14. Given any vector spaces V1, V2, X over F . Show that there is a natural isomorphism

HomF (V1 ⊗ V2, X) → HomF (V1,HomF (V2, X)).

Actually, both sides can be identified with BilF (V1, V2;X).
If we combine the above two problems, we get the following

Proposition 4.15. Given two vector spaces V1, V2/F , we have a natural isomorphism

V ∗
1 ⊗ V ∗

2 → (V1 ⊗ V2)
∗ = HomF (V1 ⊗ V2, F ).

Proof. This follows from the above two problems directly. This isomorphism can also be directly
described as follows. Given f ∈ V ∗

1 , g ∈ V ∗
2 , we consider the map Φf,g : V1 × V2 → F defined by

Φf,g(α, β) = f(α)g(β), α ∈ V1, β ∈ V2.

Then it is clear that Φf,g is bilinear. Thus by the universal property of tensor product, there is a
unique linear map Ψf,g : V1 ⊗ V2 → F such that

Ψf,g(α⊗ β) = f(α)g(β), α ∈ V1, β ∈ V2.

Thus we get an element Ψf,g ∈ HomF (V1 ⊗ V2, F ) = (V1 ⊗ V2)
∗. Thus we get a map

V ∗
1 × V ∗

2 → (V1 ⊗ V2)
∗

defined by

(f, g) 7→ Ψf,g.

This map is also bilinear, and thus we get a linear map Ψ : V ∗
1 ⊗ V ∗

2 → (V1 ⊗ V2)
∗ defined by

Ψ(f ⊗ g) → Ψf,g.

One can check that this map is an isomorphism. Actually, the inverse map of Ψ is easy to describe.
We omit the details. □

https://math.stackexchange.com/questions/1316594/determinant-of-the-kronecker-product-of-two-matrices
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4.2. General tensor product. Given a finite number of vector spaces V1, V2, . . . , Vn, we can con-
sider the vector space

((V1 ⊗ V2)⊗ V3)⊗ V4...

by tensoring two of them each time. It turns out that no matter how you choose the order to take
tensors, you will get the same (up to unique isomorphism) linear vector space, which will be simply
denoted by

V1 ⊗ V2 ⊗ · · · ⊗ Vn.

If V1 = V2 = · · · = Vn = V , we denote the above space by ⊗nV or V ⊗n. It can be characterized
using a universal property of multi-linear maps. You can try to fill the details.

Here is an explanation of the notations from the textbook [HK, Section 5.6]. In the textbook,
Mr(V ) denotes the set of multilinear functions on V r. In particular, M2(V ) = Bil(V, V ;F ) ∼=
HomF (V ⊗ V, F ). Thus M2(V ) indeed denotes the dual space of V ⊗ V (in our notation). Sim-
ilarly, Mr(V ) denotes the dual space of (⊗rV )∗, which is in fact isomorphic to ⊗rV ∗. This is a
generalization of Proposition 4.15.

Given f ∈ (V r)∗, g ∈ (V s)∗, the function f ⊗ g denotes the function on V r+s by

f ⊗ g(α, β) = f(α)g(β), f ∈ V r, g ∈ V s.

In our terminology, this f ⊗ g is in fact an element in Bil(V r, V s;F ). Since Bil(V r, V s;F ) ∼=
(V r ⊗ V s)∗ = (V r)∗ ⊗ (V s)∗, f ⊗ g indeed can be viewed as an element in (V r)∗ ⊗ (V s)∗, which
agrees with our notation under some identifications.

5. Field extension

Let K be a field and F be a subfield of K. Then K is called a field extension of F . Some
examples: F = R,K = C; F = Q, F = Q[ 3

√
2] =

{
a+ b 3

√
2 + 3

√
4 : a, b, c ∈ Q

}
; F = Q,K = R;

F = Q,K = Q[
√
−1] =

{
a+ b

√
−1 : a, b ∈ Q

}
. The field extension K/F is called finite if K is a

finite dimensional vector space over F . For example, Q[ 3
√
2]/Q is a finite field extension, while R/Q

is an infinite extension.
We care about how linear algebra behaves under field extension. For example, in our HW, we

were asked to prove the following: if A,B ∈ Matn×n(F ) are similar over K, then they are also
similar over F . Let V be a vector space over F . Then we can consider the tensor product V ⊗F K,
where K is also viewed as a vector space over F . Originally, V ⊗F K is just a vector space over F .
However, the space V ⊗F K has a natural K-vector space structure: for c ∈ K,α ⊗ x ∈ V ⊗F K
with α ∈ V, x ∈ K, then define

c(α⊗ x) := α⊗ cx.

Try to describe the above map scaler product map K × (V ⊗F K) → V ⊗F K using the universal
property of tensor product.

Lemma 5.1. Let S be a subset of V and consider the set S′ = {α⊗ 1, α ∈ S} ⊂ V ⊗F K. Then

(1) if S spans V , then S′ spans V ⊗F K;
(2) if S is linearly independent over F , then S′ is linearly independent over K.

In particular, if S is an F -basis of V , then S′ is a K-basis of V ⊗F K. Thus dimF V = dimK(V ⊗F

K).

Proof. (1) This is easy. A formal proof is similar to the proof of Proposition 2.2. Let W be the
K-subspace of V ⊗F K, and consider the map

f = q ◦ τ : V ×K → V ⊗F K → (V ⊗F K)/W,

where the map τ is the defining map of tensor product and the map q is the quotient map. One then
check that f is bilinear and f = 0 ◦ τ . In fact, for any β ∈ V and c ∈ K, we can write β =

∑
xjαj

with αj ∈ S, xj ∈ F . Then

f(α, c) = q(
∑

xjαj ⊗ c) = q(
∑

cxj(αj ⊗ 1)) =
∑

cxjq(αj ⊗ 1) = 0,

since αj ⊗ 1 ∈ W . Then the uniqueness in the definition of tensor product shows that q = 0, which
implies that V ⊗F K = W = Span(S′).
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(2) This is similar to the proof of Theorem 4.7. Take a finite number of different vectors
α1, . . . , αn ∈ S. Suppose that

n∑
j=1

cj(αj ⊗ 1) =
∑
j

αj ⊗ cj = 0,

for some cj ∈ K. Since {α1, . . . , αn} are linearly independent by assumption, we can extend it to a
basis B of V , say

B = {α1, . . . , αn, βi|i ∈ I} ,
for some index set I. Consider the vector space Kn over K with standard basis {ϵ1, . . . , ϵn}. Here
we also view Kn as an F -vector space. Consider the F -bilinear map

f : V ×K → Kn

defined by

f(αj , c) = cϵj , f(βi, c) = 0,∀c ∈ K.

Such a bilinear map exists by Proposition 4.2. Thus by the definition of tensor product, there exists
a unique F -linear map

ϕ : V ⊗F K → Kn,

such that ϕ(α ⊗ c) = f(α, c),∀α ∈ V, c ∈ K. In particular, we have ϕ(αj ⊗ cj) = cjϵj . Apply ϕ to
the equation

∑n
j=1 cj(αj ⊗ 1) = 0, we then get that∑

cjϵj = 0.

This implies that cj = 0 since ϵj are linearly independent over K. □

The following lemma is a consequence of the above lemma.

Lemma 5.2. (1) We have Fn ⊗F K ∼= Kn as a vector space over K.
(2) We have F [x]⊗F K ∼= K[x].
(3) Let d ∈ F [x], we have

(F [x]/dF [x])⊗F K ∼= K[x]/dK[x].

Note here, we don’t require that K/F is finite.

Exercise 5.3. Prove (1) and (2) of Lemma 5.2 directly.

As an example of Lemma 5.2, we have Matm×n(F )⊗F K ∼= Matm×n(K).
Given a matrix A ∈ Matm×n(F ), we can view A as a linear operator TA : Fn → Fm defined by

TA(α) = Aα. Let K be a field extension of F . We can also view A as an element of Matm×n(K)
and thus we get a linear operator T ′

A : Kn → Km defined by T ′
A(α) = Aα.

Now suppose that V,W are finite dimensional vector spaces over F and let T : V → W be a
linear operator. We assume that dimF V = n, dimF W = m. After fixing basis of V,W , we have
isomorphisms V ∼= Fn,W ∼= Fm and thus T can be identified with an element A ∈ Matm×n(F ). As
discussed above, we should be able to define a linear map T ′ from an n-dimensional vector space
over K to an m-dimensional vector space over K, which corresponds to A when we view A as an
element of Matm×n(K). This can be done as above if we identify V with Fn and W with Fm. But
this process depends on choices of basis of V and W and it is not intrinsic. The isomorphism in
Lemma 5.2 reminds us that we can define T ′ intrinsically as

T ′ = T ⊗ IdK : V ⊗F K → W ⊗F K.

By Lemma 5.2, we have dimK(V ⊗F K) = dimF V = n and dimK(W ⊗F K) = dimF W = m. If
we fix a basis B = {α1, . . . , αn} as a basis of V over F , then B ⊗F K = {α1 ⊗ 1, . . . , αn ⊗ 1} is a
basis of V ⊗F K over K. Similarly, if B′ is a basis of W over F , then B′ ⊗F K is a basis of W ⊗F K
over K. In these basis, we can see that the matrix of A = [T ]B,B′ is exactly the same as the matrix
A′ = [T ′]B⊗K,B′⊗K . The only difference is: A is viewed as a matrix in Matm×n(F ) and A′ is viewed
as a matrix in Matm×n(K). Under the isomorphism Matm×n(K) ∼= Matm×n(F )⊗F K, the matrix
A′ is just A⊗ 1, where 1 ∈ K is the identity element.
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Now we suppose that m = n. Then we have

(5.1) det(T ) = det(T ⊗ IdK),Tr(T ) = Tr(T ⊗ IdK),

since T and T ⊗ IdK are represented by the same matrix.
These simple formulae (5.1) could be useful. We give one simple example. Consider the vector

space V = R[x]/(x2+1) over R and the linear map T : V → V defined by T (f) = xf , where f ∈ R[x]
and f denotes its equivalence class. Thus T defines an element GL2(R) since dimR R[x]/(x2+1) = 2.
We want to compute det(T ). Of course, this can be simply done by writing down explicitly the matrix
of T after fixing an R basis of V . But we consider the other way. We consider

T ′ = T ⊗ C : V ⊗R C → V ⊗R C.
We have

V ⊗R C =
(
R[x]/(x2 + 1)

)
⊗R C = C[x]/(x2 + 1) ∼= C[x]/(x+ i)⊗ C[x]/(x− i).

Note that the map T ′ is still induced by multiplication by x and thus C[x]/(x+ i) and C[x]/(x− i)
are T ′-invariant. But note that dimC[x]/(x− i) = 1 and the restriction of T ′ on C[x]/(x− i) is just
multiplication by i. Similarly, the restriction of T ′ on C[x]/(x + i) is just multiplication by −i. In
certain basis, T ′ can be represented by the matrix[

i
−i

]
.

Thus det(T ) = det(T ′) = 1. Note that T is not diagonalizable over R.
In the following, we give a generalization of the above example, which is useful in number theory.

Let F be a subfield of C. Let α ∈ C be an element such that it satisfies an irreducible polynomial

f(x) = a0 + a1x+ · · ·+ an−1x
n−1 + xn, ai ∈ F.

Let K = F (α) = {g(α) : g ∈ F [x]} =
{
c0 + c1α+ · · ·+ cn−1α

n−1 : ci ∈ F
}
. We can check that the

map
Φ : F [x] → K

defined by Φ(g) = g(α) is surjective and its kernel is the ideal fF [x]. Thus we get an isomorphism

K ∼= F [x]/(f).

This construction is indeed parallel to cyclic vector space as we discussed in [HK, §7.1]. The difference
is that, in the construction of cyclic vector space we don’t require f is irreducible. Consider the
F -linear map Tα : K → K defined by Tα(x) = αx, x ∈ K. When we view K as an n-dimensional
vector space over F , Tα defines an element in Matn×n(F ). We have defined

NmK/F (α) = det(Tα) ∈ F

in a homework problem. Note that, after we identity K with F [x]/f , the map Tα : K → K can
be identified with the map Tx : F [x]/f → F [x]/f , where Tx(g) = xg. One example of the above
construction is when F = Q and K = Q(α) with α3 = 2. We considered this example many times.

Let F̂ be another (possibly infinite) extension of F . Then we have

K ⊗F F̂ = F [x]/(f)⊗F F̂ = F̂ [x]/(f).

Note that f ∈ F̂ [x] in general is not irreducible anymore. We can factor f as

f = f1f2 . . . fk

with irreducible fi ∈ F̂ [x]. By [HK, page 266, Lemma], fi are distinct. Thus by Chinese remainder
theorem, we have

K ⊗F F̂ = F̂ [x]/(f1 . . . fk) =
∏
j

F̂ [x]/(fj).

Now each factor F̂ [x]/(fi) is a field and we denote it by Ki. Then Ki is a finite field extension of

F̂ . Moreover, the space F̂ [x]/(fi) is invariant under the map Tx ⊗F K. Thus (5.1), we have

(5.2) NmK/F (α) = det(Tx) = det(Tx ⊗F K) =
∏

1≤j≤k

NmKj/F̂
(α).
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Here in the j-th factor on the right side, α should be interpreted as the image of α ⊗ 1k under the
map K ⊗F F̂ → F̂ [x]/(fj).

The above process and (5.2) could be explained in matrix language in a simple way. Given a
matrix A ∈ Matn×n(F ). It’s determinant det(A) might be hard to compute. But if we view A as

an element in Matn×n(F̂ ) for a field extension F̂ of F , the matrix A is similar to a block diagonal
matrix 

A1

A2

. . .

Ak


Then we have

det(A) =
∏

1≤j≤k

det(Aj).

Note that, each det(Aj) is just an element in F̂ but the product
∏

j det(Aj) is in F . In our first

example for R[x]/(x2 + 1), the map T is given by the matrix

A =

[
1

−1

]
∈ GL2(R)

in some basis, which is not diagonalizable. But after we view it as an element in GL2(C), it is similar
to the diagonal matrix [

i
−i

]
,

whose determinant is i · (−i) = 1. Try to analyze (5.2) when F = Q,K = Q(α) and F̂ = R, where
α3 = 2.

The next proposition gives another useful fact about T ⊗F IdK .

Proposition 5.4. Let T : V → W be a linear map over F and K be a field extension of F . Then
we have Ker(T ⊗F IdK) = Ker(T )⊗F K.

This is essentially proved in solutions of Ex 12, Section 7.2. Try to figure out a detailed proof on
your own in this language.

6. Exterior powers

6.1. Exterior square. Let V,X be two vector spaces over F . A bilinear map f : V × V → X is
called alternating if f(α, α) = 0 for all α ∈ V .

Proposition 6.1. Suppose that f : V × V → X is alternating, then f(α, β) = −f(β, α) for all
α, β ∈ V.

Proof. Since f is bilinear, we have

0 = f(α+ β, α+ β)

= f(α, α) + f(α, β) + f(β, α) + f(β, β)

= f(α, β) + f(β, α).

The result follows. □

Proposition 6.2. Suppose that B = {α1, . . . , αn} is a basis of V and {eij}1≤i<j≤n ∈ X be n(n−1)/2

elements of X, then there is a unique alternating map f : V × V → X such that

f(αi, αj) = eij , 1 ≤ i < j ≤ n.

Proof. Suppose that f : V × V → X is an alternating map. For α =
∑

ciαi, β =
∑

djβj , since f is
bilinear, we get

f(α, β) =
∑
i,j

cidjf(αi, αj).
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Since f is alternating, we get f(αi, αi) = 0,∀i, and f(αj , αi) = −f(αi, αj). Thus we get

(6.1) f(α, β) =
∑

1≤i<j≤n

(cidj − cjdi)f(αi, αj).

Thus f is uniquely determined by the values f(αi, αj), 1 ≤ i < j ≤ n. This proves the uniqueness.
To prove the existence, one need to check the above formula indeed defines an alternating bilinear
function on V × V . This is straightforward.

Here is another way to write the above formula. Let B∗ = {f1, . . . , fn} be the dual basis of B.
Then define

f(α, β) =
∑

1≤i<j≤n

(fi(α)fj(β)− fj(α)fi(β))eij .

□

Section 5.7 of the textbook contains more information about the above construction when X = F .
Here we need to use any vector space X, not only F .

Definition 6.3. Let V be a vector space over F . The exterior square of V is a vector space
∧2

V

together with an alternating map τ : V × V →
∧2

V , such that for any vector space X over F
and for any alternating map φ : V × V → X, there is a unique linear map (linear transformation)

Φ :
∧2

V → X such that φ = Φ ◦ τ , namely, the following diagram is commutative

V × V
τ //

φ
""

∧2
V

Φ
}}

X

The above definition can be restated in the following way. The alternating map τ induces a
bijection

(6.2) HomF (
∧

2V,X) → Alt(V × V,X)

Φ 7→ Φ ◦ τ.
Here Alt(V × V,X) denotes the set of all alternation maps V × V → X.

Theorem 6.4. Exterior square exists and is unique up to a unique isomorphism.

Proof. The uniqueness can be proved in the same way as other cases discussed above. To prove the
existence, we consider the subspace Y ⊂ V ⊗ V spanned by α ⊗ α. Denote by

∧2
V = V ⊗ V/Y

π : V ⊗ V →
∧2

V the quotient map. Let τ = π ◦⊗ : V × V →
∧2

(V ) be the composition of π with

the tensor product map ⊗ : V × V → V ⊗ V . We show that (
∧2

V, τ) is the exterior square. It is
clear that τ is bilinear and τ(α, α) = 0. Thus τ is alternating. We now show that it satisfies the
universal property. The proof is indeed similar with the proof of existence of tensor product. Let
φ : V × V → X be an alternating map for an arbitrary vector space X. We will show that there is
a unique linear map Φ :

∧2
V → X such that φ = Φ ◦ τ .

V × V
⊗ //

φ
""

V ⊗ V

φ1

||

π // ∧2
(V )

Φ

ttX

Since φ is bilinear (recall an alternating map is bilinear), there exists a unique map φ1 : V ⊗V → X
such that φ = φ1 ◦ ⊗. Since φ is alternating, we get φ1(α⊗ α) = φ1 ◦ ⊗(α, α) = φ(α, α) = 0. This
shows that φ1(y) = 0 for any y ∈ Y . Thus by the universal property of quotient, there exists a

unique map Φ :
∧2

(V ) = (V ⊗ V )/Y → X such that φ1 = Φ ◦ π. Thus φ = Φ ◦ τ . □

Notation: In the future, we will write α ∧ β = τ(α, β) ∈
∧2

(V ), and write the map τ as ∧ :

V × V →
∧2

(V ). Since τ is alternating, we have

(6.3) α ∧ α = 0, α ∧ β = −β ∧ α,∀α, β ∈ V.
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The notation ∧ is read as wedge and α ∧ β is called the wedge product of α with β, or α wedge β.

Theorem 6.5. Suppose that {αi}1≤i≤n is a basis of V , then {αi ∧ αj}1≤i<j≤n is a basis of
∧2

(V ).

In particular, if dimV = n, then dim
∧2

(V ) = 1
2n(n− 1).

Proof. The proof is the same as in the tensor product case, see Theorem 4.7. Try to fill the details
on your own. □

Next, we will consider the wedge product of linear maps.

Lemma 6.6. Let T : V → V be a linear map. Then there exists a unique linear map ∧2T :
∧2

V →∧2
V such that

(∧2T )(α ∧ β) = T (α) ∧ T (β),∀α, β ∈ V.

Proof. Consider the map φ : V × V →
∧2

(V ) defined by

(α, β) 7→ T (α) ∧ T (β).

Then φ is alternating and thus there exists a unique map ∧2T :
∧2

(V ) →
∧2

(V ) such that

φ = ∧2T ◦ ∧.

V × V
∧ //

φ ##

∧2
V

∧2T||∧2
V

This ∧2T satisfies the required property. □

Here are some small examples. Suppose that V = F 2 and T : V → V is given by a matrix

A =

[
a11 a12
a21 a22

]
. Denote the standard basis of V by ϵ1, ϵ2 as usual. Then

∧2
(V ) has dimension 1

and is spanned by e = ϵ1 ∧ ϵ2.

Lemma 6.7. We have ∧2T (e) = det(A)e.

Proof. This follows from the general theory of determinant. But we can do the explicit calculation
as follows. We have Tϵ1 = a11ϵ1 + a12ϵ2, T (ϵ2) = a21ϵ1 + a22ϵ2. Thus

∧2T (e) = T (ϵ1) ∧ T (ϵ2)

= (a11ϵ1 + a12ϵ2) ∧ (a21ϵ1 + a22ϵ2)

= a11a22ϵ1 ∧ ϵ2 + a12a21ϵ2 ∧ ϵ1

= (a11a22 − a21a12)ϵ1 ∧ ϵ2

= det(A)e.

□

Next we consider a 3 dimensional case. Let V = F 3 and let T : V → V be given by the matrix

A =

a11 a12 a13
a21 a22 a23
a31 a32 a33

 .

Note that dim
∧2

(V ) = 3 and we fix an ordered basis B = {e1, e2, e3} of it, with e1 = ϵ2 ∧ ϵ3, e2 =
ϵ3 ∧ ϵ1, e3 = ϵ1 ∧ ϵ2.

Lemma 6.8. Under the ordered basis B, defined above, the linear map ∧2 :
∧2

(F 3) →
∧2

(F 3) is
given by the following matrix

∧2A :=

a22a33 − a32a23 a23a31 − a21a33 a21a32 − a31a22
a32a13 − a12a23 a11a33 − a13a31 a12a31 − a11a32
a12a23 − a13a22 a13a21 − a23a11 a11a22 − a12a21
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In particular, we have

tr(∧2T ) = a22a33 − a32a23 + a11a33 − a13a31 + a11a22 − a12a21.

Proof. This follows from a tedious calculation. You can check that each entry (∧2A)ij is indeed
equals to (−1)i+j det(A(i|j)), where A(i|j) is the submatrix of A by deleting its i-th row and j-th
column. □

Exercise 6.9. Explain the cross product on R3 using exterior square.

One can observe that each entry of ∧2(A) is a minor of A (determinant of a sub-matrix). This is
indeed a general phenomenon.

Exercise 6.10. How does ∧2(T ) behaves under composition? Is it true that ∧2(T ◦ U) = ∧2(T ) ◦
∧2(U)? Is it true that ∧2(idV ) = id∧2(V )? What is det(∧2(T )) in terms of det(T )?

Actually, if T is invertible, then ∧2T is also invertible. Moreover, ∧2 preserves the composition
and thus matrix product. Thus we have a group homomorphism

GLn(F ) → GLN (F )

A 7→ ∧2(A),

where N = n(n− 1)/2. This is called the exterior square representation of the group GLn(F ).

6.2. exterior powers. Let V be a vector space over F and r ≥ 2 be a positive integer. Denote
V r = V × V · · · × V (r times of V ). Let X be another vector space over F . A multilinear map
φ : V r → X is called alternating if

φ(α1, α2, . . . , αr) = 0,

whenever αi = αj for some i ̸= j.

Definition 6.11. Let V be a vector space over F . The exterior r-th power of V , is a vector space∧r
(V ), together with an alternating map τ : V r →

∧r
(V ) such that for any vector space X and any

alternating map φ : V r → X, there exists a unique linear map Φ :
∧r

(V ) → X such that φ = Φ ◦ τ ;
namely, such that the following diagram is commutative

V r τ //

φ
  

∧r
V

Φ}}
X

For α1, . . . , αr ∈ V , denote

(6.4) α1 ∧ α2 ∧ · · · ∧ αr = τ(α1, . . . , αr) ∈
∧

r(V ).

Theorem 6.12. The exterior r-th power exists and is unique up to unique isomorphisms.

Proof. The proof is the same as in the exterior square case. □

Theorem 6.13. Let V be a vector space of dimension n, then dim
∧r

(V ) =
(
n
r

)
for r ≥ 2. More

precisely, suppose {α1, . . . , αn} is a basis of V . Let I = {i1, . . . , ir} ⊂ {1, 2, . . . , n} be a subset with
r elements with i1 < · · · < ir. We define

αI = αi1 ∧ αi2 ∧ · · · ∧ αir ∈ ∧r(V ).

Then the set

{αI}I⊂{1,...,n},|I|=r

is a basis of
∧r

(V ). In particular, we have dim
∧n

(V ) = 1, which is spanned by α1 ∧ α2 ∧ · · · ∧ αn,
and

∧r
(V ) = 0 if r > n.
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The proof is similar to the tensor product and exterior square case. Try to fill the details by
yourself.

For β1, ..., βr ∈ V , we have an element β1 ∧ β2 ∧ · · · ∧ βr ∈
∧r

(V ). Such an element in
∧r

(V )
is called a pure wedge. A general element in

∧r
(V ) is a sum (or linear combination) of pure

wedges. For example, if V = F 4 with standard basis ϵ1, ϵ2, ϵ3, ϵ4, we can consider an element
ϵ1 ∧ ϵ2 + ϵ3 ∧ ϵ4 ∈

∧2
(V ).

In the above, we only defined
∧r

(V ) for r ≥ 2, because to define r-linear map, we need r ≥ 2. It
is easy to extend the above to the case when r = 1. Actually, r-linear map when r = 1 just means
linear maps. From this, we can check that

∧1
(V ) = V (the alternating condition is empty when

r = 1). As a convention, we denote
∧0

(V ) = F . Note that under this convention, we get

dim

r∧
(V ) = dim

n−r∧
(V ), 0 ≤ r ≤ n = dimV.

In particular, we have an isomorphism
n∧
(V ) ∼= F.

This isomorphism is not unique. Fix a basis {α1, . . . , αn} ∈ V , we know that α1 ∧ α2 ∧ · · · ∧ αn is a
basis of

∧n
(V ). The isomorphism

∧n
(V ) ∼= F can be chosen such that α1 ∧ α2 ∧ · · · ∧ αn 7→ 1.

Proposition 6.14. Let r, s ≥ 0 be two integers, the natural alternating map V r+s →
∧r+s

(V )

(α1, . . . , αr, αr+1, . . . , αr+s) → α1 ∧ · · · ∧ αr+s

induces a natural bilinear map
r∧
(V )×

s∧
(V ) →

r+s∧
(V ),

determined by

(ξ, η) 7→ ξ ∧ η, ξ ∈
r∧
(V ), η ∈

s∧
(V ).

Proof. For fixed (αr+1, . . . , αr+s) ∈ V s, the map

V r →
r+s∧

(V )

defined by

(α1, . . . , αr) 7→ α1 ∧ α2 ∧ · · · ∧ αr+s

is clearly alternating. Thus by the universal property of wedge product, we get a linear map

fαr+1,...,αr+s
:

r∧
(V ) →

r+s∧
(V )

such that

fαr+1,...,αr+s(α1 ∧ · · · ∧ αr) = α1 ∧ α2 ∧ · · · ∧ αr+s.

Since f is linear, we can check that

fαr+1,...,αr+s(ξ) = ξ ∧ αr+1 ∧ · · · ∧ αr+s,∀ξ ∈
r∧
(V ).

For a fixed ξ ∈
∧r

(V ), the multi-linear map

V s →
r+s∧

(V )

(αr+1, . . . , αr+s) 7→ fαr+1,...,αr+s
(ξ) = ξ ∧ αr+1 ∧ · · · ∧ αr+s

is alternating. By the universal property again, we get a linear map

gξ :

s∧
(V ) →

r+s∧
(V )

determined by

gξ(αr+1 ∧ · · · ∧ αr+s) = ξ ∧ αr+1 ∧ · · · ∧ αr+s.
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Since the above map is linear, we see that

gξ(η) = ξ ∧ η,∀η ∈
s∧
(V ).

It is not hard to see that the map

∧r(V )× ∧s(V ) → ∧r+s(V )

(ξ, η) 7→ gξ(η) = ξ ∧ η

is bilinear. □

The element ξ ∧ η in the above Proposition can be computed using the usual rules of wedge
product. For example, if V = F 4, and

ξ = ϵ1 ∧ ϵ2 + ϵ3 ∧ ϵ4 ∈
2∧
(V ), η = ϵ1 + ϵ3 ∈ V =

1∧
(V ),

we have

ξ ∧ η = (ϵ1 ∧ ϵ2 + ϵ3 ∧ ϵ4) ∧ (ϵ1 + ϵ3)

= ϵ1 ∧ ϵ2 ∧ ϵ1 + ϵ1 ∧ ϵ2 ∧ ϵ3 + ϵ3 ∧ ϵ4 ∧ ϵ1 + ϵ3 ∧ ϵ4 ∧ ϵ3

= ϵ1 ∧ ϵ2 ∧ ϵ3 + ϵ3 ∧ ϵ4 ∧ ϵ1.

As a particular case of Proposition 6.14, there is a map
∧r

(V )×
∧n−r

(V ) →
∧n

(V ) ∼= F. We fix
an isomorphism t :

∧n
(V ) → F .

Theorem 6.15. For any ξ ∈
∧n−r

(V ), define a map fξ ∈ (
∧r

(V ))∗ by fξ(η) = t(ξ∧η), η ∈
∧r

(V ).
Then fξ is well-defined, and the map ξ 7→ fξ defines an isomorphism

n−r∧
(V ) → (

r∧
(V ))∗.

Proof. The map fξ is the composition of t :
∧n → F with the map gξ :

∧r
(V ) →

∧n
(V ) used in the

Proof of Proposition 6.14. It is well-defined and linear. To show the map ξ 7→ fξ is an isomorphism,

we only need to show it is injective since dim
∧n−r

(V ) = dim(
∧r

(V ))∗. Suppose that fξ = 0, which

is equivalent to ξ ∧ η = 0,∀η ∈
∧n−r

(V ), we need to show that ξ = 0. We fix a basis {α1, . . . , αn}
of V and use the basis {eI}I⊂{1,...,n},|I|=r of

∧r
(V ), see Theorem 6.13. Write ξ =

∑
I cIeI . Note

that ξ = 0 is equivalent to cI = 0 for all I. We proceed by contradiction and assume that cI ̸= 0
for one fixed I and hence ξ ̸= 0. We need to construct one η ∈

∧n−r
(V ) such that ξ ∧ η ̸= 0. Let

J = {1, . . . , n} − I be the complement of I and we consider eJ as defined in Theorem 6.13. Then if
I ′ ̸= I be a subset of {1, . . . , n} with |I ′| = r. Then I ′ ∩ J ̸= ∅. Thus eI′ ∧ eJ = 0. Thus we get

ξ ∧ eJ = cIeI ∧ eJ ̸= 0.

This concludes the proof. □

Theorem 6.16. Given a set of vectors S = {β1, . . . , βr} ⊂ V . Then S is linearly dependent if and
only if

β1 ∧ β2 ∧ · · · ∧ βr = 0 ∈
r∧
(V ).

Proof. If β1, . . . , βr are linearly independent, we can extend it to a basis of V , say,

B = {β1, . . . , βr, . . . , βn} .

Then by Theorem 6.13, β1 ∧ · · · ∧ βr ̸= 0. Since the proof of Theorem 6.13 is omitted, here is
a sketch of the proof. Let B∗ = {f1, . . . , fr, . . . , fn} be the dual basis of B. We can construct an
r-linear alternating map φ : V r → F such that φ(β1, . . . , βr) ̸= 0 by an analogue of Proposition 6.2.
In fact, we can define

φ(α1, . . . , αr) =
∑

1≤i1<i2<···<ir≤n

∑
σ∈Sr

(−1)Sgn(σ)fσ(i1)(α1) . . . fσ(ir)(αr).
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We can check that φ is alternating, and φ(β1, . . . , βr) = 1. By the universal property, there exists a
map Φ :

∧r
(V ) → F such that Φ ◦ ∧ = φ, namely,

Φ(β1 ∧ · · · ∧ βr) = φ(β1, . . . , βr) ̸= 0.

Thus β1 ∧ · · · ∧ βr ̸= 0.
Conversely, suppose that β1, . . . , βr are linearly dependent. Without loss of generality, we assume

that

βr =

r−1∑
i=1

ciβi.

Thus

β1 ∧ · · · ∧ βr = β1 ∧ · · · ∧ βr−1 ∧ (

r−1∑
i=1

ciβi)

=

r−1∑
i=1

ciβ1 ∧ · · · ∧ βr−1 ∧ βi

= 0.

The last expression is zero because βi appeared twice in each expression. □

Given a linear map T : V → V , we can define a map ∧rT :
∧r

V →
∧r

V by

(∧rT )(α1 ∧ α2 ∧ · · · ∧ αr) = T (α1) ∧ · · · ∧ T (αr),∀α1, . . . , αr ∈ V.

One can check that if T is invertible then ∧rT is also invertible and ∧r(T1 ◦ T2) = ∧r(T1) ◦ ∧r(T2)
for r ≤ n. Moreover, we denote

(6.5) ∧0(T ) = IdF ∈ HomF (F, F ); ∧1(T ) = T.

Suppose that V = Fn and T is given by a matrix A, we denote by ∧r(A) the matrix of ∧r(T ) with
respect to a fixed ordered basis. Thus this gives a map

∧r : Matn×n(F ) → MatN×N (F )

A 7→ ∧rA,

such that ∧r(AB) = ∧r(A)∧r(B), whereN =
(
n
r

)
. In particular, for r = n, ∧n(A) ∈ Mat1×1(F ) = F

is a scaler which satisfies

Aα1 ∧ · · · ∧Aαn = ∧n(A)α1 ∧ · · · ∧ αn,

for all α1, . . . , αn ∈ V = Fn.

Theorem 6.17. We have

(6.6) ∧n(A) = det(A),

namely, we have

(6.7) Aϵ1 ∧Aϵ2 ∧ · · · ∧Aϵn = det(A)ϵ1 ∧ ϵ2 ∧ · · · ∧ ϵn.

Proof. For V = Fn,
∧n

(V ) is spanned by ϵ1 ∧ ϵ2 ∧ · · · ∧ ϵn. Thus

Aϵ1 ∧Aϵ2 ∧ · · · ∧Aϵn = DAϵ1 ∧ ϵ2 ∧ · · · ∧ ϵn,

for some DA ∈ F . Assume ϵi are column vectors and Aϵi is the i-th column Ai of A. It is clear
that if Ai = Aj for i ̸= j, we have DA = 0. This shows that the function A 7→ DA is alternating.
Moreover, DIn = 1. Thus DA = det(A) by the uniqueness of determinant function. □

Using this description, it is easy to show many properties of det function. For example,

Theorem 6.18. we have det(AB) = det(A) det(B).

Proof. This follows from ∧n(AB) = ∧n(A) ◦ ∧n(B). □

Exercise 6.19. Let A ∈ Matn×n(F ) be a diagonal matrix. Try to work out the matrix ∧r(A) after
fixing some basis.
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6.3. characteristic polynomial and exterior power. We prepare two lemmas.

Lemma 6.20. Let V be a finite dimensional vector space over a field F . Let B = {e1, . . . , en} be a
basis of V and let B∗ = {f1, . . . , fn} be the dual basis of B. Given T ∈ End(V ), we have

Tr(T ) =

n∑
i=1

⟨Tei, fi⟩,

where ⟨Tei, fi⟩ denotes fi(Tei).

Proof. Suppose [T ]B = {aij}. Then Tr(T ) =
∑n

i=1 aii. Moreover, we have

Tei =

n∑
j=1

aijej .

Thus fi(Tei) =
∑n

j=1 aijfi(ej) = aii. This shows that Tr(T ) =
∑n

i=1 fi(Tei). □

Let V be a finite dimensional vector space over a field F . Let B = {e1, . . . , en} be a basis of V .
Let I = {i1, . . . , ir} be a subset of {1, . . . , n} with |I| = r. We have defined

eI = ei1 ∧ · · · ∧ ein ∈ ∧r(V ).

Note that Br = {eI | I ⊂ {1, . . . , n} , |I| = r} is a basis of ∧r(V ) as I runs over all subset of {1, . . . , r}
with r elements. For such an I, we define f I ∈ (∧r(V ))∗ as follows. Let J = {j1, . . . , jn−r} be the
complement of I in {1, 2, . . . , n} with j1 < · · · < jn−r. Then for α ∈ ∧r(V ), we define f I(α) ∈ F by

f I(α) = sgn(σI)fα(eJ),

where fα is the map in Theorem 6.15, and σI : {1, . . . , n} → {1, 2, . . . , n} is the bijection σ(k) =
ik, k ≤ r and σ(k) = jk−r if k > r. Denote z = e1 ∧ · · · ∧ en ∈

∧n
(F ) and we fix the isomorphism

t :
∧n

(F ) → F by xz 7→ x. Then the definition of f I can be written as

sgn(σI)f
I(α)z = α ∧ eJ .

Lemma 6.21. The set
{
f I : I ⊂ {1, . . . , n} , |I| = r

}
is the dual basis of Br.

Proof. Let I ′ ⊂ {1, . . . , n}, we need to show that f I(eI′) = δI,I′ . Let J be the complement of I in
{1, 2, . . . , n}. If I ′ ̸= I, then I ∩ I ′ ̸= ∅ and thus eI′ ∧ eJ = 0 and thus f I(eI′) = 0. On the other
hand, eI ∧ eJ = sgn(σI)z, and thus f I(eI) = 1. □

The next theorem gives a formula of the coefficients of the characteristic polynomial of a matrix
A in terms of exterior power.

Theorem 6.22. For A ∈ Matn×n(F ), we have

χA = det(xIn −A) =

n∑
k=0

(−1)ktr(∧k(A))xn−k.

Proof. For a complete proof of this equation, see [Bou98, page 529 and page 540]. Here we give a
sketch of a proof of this formula following [Bou98], which will demonstrate how the general proof
goes.

Let {ϵi, 1 ≤ i ≤ n} be the standard basis of Fn. Write z = ϵ1 ∧ ϵ2 ∧ · · · ∧ ϵn, which is a basis
element of ∧n(Fn). From Theorem 6.17, we know that

(6.8) det(xIn −A)z = (xIn −A)ϵ1 ∧ (xIn −A)ϵ2 ∧ · · · ∧ (xIn −A)ϵn.

The right hand side of the above formula is a polynomial in x. Its highest term is xnϵ1∧· · ·∧ϵn = xnz.
The coefficient of xn−1 is

(6.9) −(Aϵ1 ∧ ϵ2 ∧ · · · ∧ ϵn + ϵ1 ∧Aϵ2 ∧ · · · ∧ ϵn + · · ·+ ϵ1 ∧ . . . ϵn−1 ∧Aϵn).

We claim that the above expression (6.9) is exactly −tr(A)z. One way to see this is to write A =
(aij)1≤i,j≤n explicitly. Then Aϵ1 = a11ϵ1 + a21ϵ2 + · · ·+ an1ϵn. Then the first term in (6.9) is

(a11ϵ1 + a21ϵ2 + · · ·+ an1ϵn) ∧ ϵ2 ∧ · · · ∧ ϵn = a11z,
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because ϵi ∧ ϵ2 ∧ · · · ∧ . . . ϵn = 0 if i > 1. Similarly, the general term in (6.9) is exactly aiiz. Thus
(6.9) is −tr(A)z. This works well for the coefficient of xn−1 but it is complicate to generalize it to
the computation of coefficients of xn−k. The above computation can be explained using the above
two Lemmas. In fact, {ϵ1, . . . , ϵn} is a basis of V = ∧1(V ) and its dual basis {f1, . . . , fn} can be
characterized using Lemma 6.21. By Lemma 6.20, we have

tr(A) =

n∑
i=1

⟨Aϵi, fi⟩.

By Lemma 6.21, we have

⟨Aϵi, fi⟩z = sgn(σi)Aϵi ∧ ϵ1 ∧ · · · ∧ ϵi−1 ∧ ϵi+1 ∧ · · · ∧ ϵn = ϵ1 ∧ · · · ∧ ϵi−1 ∧Aϵi ∧ ϵi+1 ∧ · · · ∧ ϵn.

Thus (6.9) is exactly −tr(A)z.
Next, we check the coefficient of xn−2 in the right hand side of (6.8). This coefficient is of the

form ∑
1≤i1<i2≤n

ϵ1 ∧ · · · ∧ ϵi1−1 ∧Aϵi1 ∧ ϵi1+1 ∧ · · · ∧ ϵi2−1 ∧Aϵi2 ∧ ϵi2+1 ∧ · · · ∧ ϵn,

which can be re-written as ∑
I={i1,i2}⊂{1,2,...,n},1≤i1<i2≤n

sgn(σI)Aϵi1 ∧Aϵi2 ∧ ϵJ ,

where J is the complement of I. Since {ϵi1 ∧ ϵi2} is basis of ∧2(V ) and ∧2(A)(ϵi1 ∧ϵi2) = Aϵi1 ∧Aϵi2 ,
Lemma 6.20 and Lemma 6.21 show that the coefficient of xn−2 is exactly tr(∧2(A))z.

The proof of the general case is similar after Lemma 6.20 and Lemma 6.21, except that the
notations are more complicate. We omit the details. □

Exercise 6.23. For A ∈ Mat3×3(F ), check the identity

χA(x) = det(xI3 −A) =

3∑
k=0

tr(∧k(A))(−1)kx3−k,

using an explicit calculations of ∧k(A).

Here is one application of Theorem 6.22 which was originally a homework problem.

Proposition 6.24. Given two matrices A,B ∈ Matn×n(F ), we have

χAB = χBA.

Proof. By Theorem 6.22, we have

χAB =

n∑
k=1

(−1)ktr(∧k(AB))xn−k.

We have

∧k(AB) = ∧k(A) ∧k (B).

Thus

tr(∧k(AB)) = tr(∧k(A) ∧k (B)) = tr(∧k(B) ∧k (A)) = tr(∧k(BA)).

This shows that χAB = χBA. □

7. Symmetric Power

7.1. Symmetric square. Let V,X be two vector spaces over a field F . A bilinear map f : V ×V →
X is called symmetric if

f(α, β) = f(β, α),∀α, β ∈ V.

Let Sym(V ×V ;X) be the set of all symmetric bilinear map f : V ×V → X. Suppose V has a basis
{α1, . . . , αn}, then a symmetric bilinear map f : V × V → X is uniquely determined by the values

f(αi, αj), 1 ≤ i ≤ j ≤ n.
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Definition 7.1. Let V be a vector space over F . Then the symmetric square of V is a pair
(Sym2(V ), σ), where Sym2(V ) is a vector space and σ : V × V → Sym2(V ) is a symmetric bi-
linear map, such that for any other pair (X, f) with a vector space X and a symmetric bilinear map
f : V × V → X, there is a unique linear map ϕ : Sym2(V ) → X such that f = ϕ ◦ σ:

V × V
σ //

f
""

Sym2(V )

ϕ
{{

X

Proposition 7.2. The symmetric square (Sym2(V ), σ) exists and is unique up to a unique isomor-
phism. Moreover, dimF (Sym

2(V )) = n(n+ 1)/2 if dimF (V ) = n. In fact, if B = {α1, . . . , αn} is a
basis of V , then {σ(αi, αj), 1 ≤ i ≤ j ≤ n} is a basis of Sym2(V ).

The proof is similar to the other situations and we omit it here. We usually write σ(α, β) :=
α · β ∈ Sym2(V ), and omit σ from the notations.

Given a linear map T : V → W of F -vector spaces, we naturally have a map Sym2(T ) :
Sym2(V ) → Sym2(W ), which satisfies

Sym2(T )(α · β) = T (α) · T (β).

If T is invertible, then Sym2(T ) is also invertible. In fact, we still have Sym2(T ◦ S) = Sym2(T ) ◦
Sym2(S).

Let us work out one simple example. Suppose V = F 2, and T : V → V is given by a matrix

A =

[
a b
c d

]
.

Namely, Tα = Aα. Let {ϵ1, ϵ2} be the standard basis of V = F 2 and we take

B = {e1 = ϵ1 · ϵ1, e2 = ϵ1 · ϵ2, e3 = ϵ2 · ϵ2}

as an ordered basis of Sym2(V ). We now compute [Sym2(T )]B. We have

Sym2(T )e1 = Tϵ1 · Tϵ1 = (aϵ1 + cϵ2) · (aϵ1 + cϵ2) = a2e1 + 2ace2 + c2e3,

Sym2(T )e2 = Tϵ1 · Tϵ2 = (aϵ1 + cϵ2) · (bϵ1 + dϵ2) = abe1 + (bc+ ad)e2 + cde3,

Sym2(T )e2 = Tϵ2 · Tϵ2 = (bϵ1 + dϵ2) · (bϵ1 + dϵ2) = b2e1 + (2bd)e2 + d2e3.

Thus

[Sym2(T )]B =

 a2 ab b2

2ac bc+ ad 2bd
c2 cd d2

 .

One find that the above calculation of product of two vectors is the same as calculations of polyno-
mials. In fact, one can define polynomials using symmetric powers.

Exercise 7.3. Suppose F has characteristic zero. For A ∈ Mat2×2(F ), show that

tr(Sym2(A)) =
1

2
(tr(A2) + (tr(A))2).

Is the same formula true for general A ∈ Matn×n(F )?

In general, given a matrix A ∈ Matn×n(F ), we can view A as a linear map TA : Fn → Fn.
Then we can define Sym2(A) ∈ MatN×N (F ) with N = n(n + 1)/2 = dimSym2(Fn) as the matrix
[Sym2(TA)]B for some ordered basis B of Sym2(Fn). Of course, this depends on the choice of B.

Exercise 7.4. Compute det(Sym2(A)) for A ∈ Mat2×2(A). Make a guess for det(Sym2(A)) for
general A ∈ Matn×n(F ).
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7.2. Symmetric power. Let V,X be two vector space over a field F and let r be a positive
integer. Recall that we have defined the symmetric group Sn, whose elements are bijections σ :
{1, 2, . . . , n} → {1, 2, . . . , n}. A multi-linear map f : V r = V ×V × · · · ×V → X is call symmetric if

f(ασ(1), ασ(2), . . . , ασ(r)) = f(α1, . . . , αr),

for any α1, . . . , αr ∈ V and for any σ ∈ Sr.

Definition 7.5. Let V be a vector space over F . Then the symmetric r-th power of V is a pair
(Symr(V ), S), where Symr(V ) is a vector space and S : V r → Sym2(V ) is a symmetric multi-linear
map, such that for any other pair (X, f) with a vector space X and a symmetric multi-linear map
f : V r → X, there is a unique linear map ϕ : Symr(V ) → X such that f = ϕ ◦ S:

V r S //

f   

Symr(V )

ϕ
zz

X

Proposition 7.6. The symmetric power (Symr(V ), S) exists and is unique up to unique isomor-
phism. Moreover, if B = {α1, . . . , αn} is a basis of V , then

{S(αi1 , αi2 , . . . , αir ), 1 ≤ i1 ≤ i2 ≤ · · · ≤ ir ≤ n}

is a basis of Symr(V ).

Exercise 7.7. If dimV = n, what is dimSymr(V )? Answer: it is
(
n+r−1

r

)
.

We usually write S(α1, . . . , αr) as α1 · α2 · · · · · αr and omit S from the notations.
If T : V → W is a linear map, we can construct a linear map Symr(T ) : Symr(V ) → Symr(W ).

One can also check that Symr(T1 ◦ T2) = Symr(T1) ◦ Symr(T2) and Symr(idV ) = idSymr(V ). A
consequence of this is Symr(T ) is invertible if T is also invertible. Given a matrix A ∈ Matm×n(F ),
we can define Symr(A) using linear maps after fixing a basis.

By convention, we define Sym1(V ) = V and Sym1(T ) = T for T ∈ End(V ). Moreover, we define
Sym0(V ) = F and Sym0(T ) = IdF ∈ HomF (F, F ) for T ∈ End(V ).

Exercise 7.8. Let A ∈ Mat2×2(F ), compute Sym3(A) after fixing a basis of Sym3(F 2). Assume the
characteristic of F is zero. Express tr(Sym3(F )) in terms of tr(A), tr(A2) and tr(A3). See Problem
7.3 for the Sym2 case.

7.3. Characteristic polynomial and symmetric power. Recall that we use F [[x]] to denote
the formal power series ring over F . An interesting question is to determine invertible elements of
F [[x]], namely, the set F [[x]]× = {f ∈ F [[x]]|∃g ∈ F [[x]] s.t. fg = 1} . The set F [[x]]× is called the
units of F [[x]]. We have seen one nontrivial example: namely (1− x) ∈ F [[x]]× since

(1− x)(1 + x+ x2 + x3 + . . . ) = 1.

In fact, one can show that if the constant term of f ∈ F [[x]] is nonzero, then f ∈ F [[x]]×. We won’t
prove this result but we will give one example in the following.

Theorem 7.9. Suppose the characteristic of F is zero. Given A ∈ Matn×n(F ), then det(In−xA) ∈
F [[x]]× and

det(In − xA)−1 =
∑
r≥0

Tr(Symr(A))xr.

One can compare this result with Theorem 6.22. We omit the proof of the general case. In the
following remark, we prove the above theorem when n = 2.
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Remark 7.10. Using Theorem 6.22, we have

det(In − xA) = det(xIn(x
−1In −A))

= xnχA(x
−1)

= xn
∑
k≥0

(−1)ktr(∧k(A))x−n+k

=

n∑
k=0

(−1)ktr(∧k(A))xk.

Theorem 7.9 is equivalent to the identity

(7.1)

(
n∑

k=0

(−1)ktr(∧k(A))xk

)∑
r≥0

Tr(Symr(A))xr

 = 1

in F [[x]]. Let us see the example when n = 2. Notice that ∧1(A) = A and ∧2(A) = det(A). A
simple simplification shows that (7.1) is equivalent to

1 +
∑
r≥0

(
det(A)tr(Symr(A))− tr(A)tr(Symr+1(A)) + tr(Symr+2(A))

)
xr+2 = 1.

Thus Theorem 7.9 is equivalent to

(7.2) det(A)tr(Symr(A))− tr(A)tr(Symr+1(A)) + tr(Symr+2(A)) = 0,∀r ≥ 0.

To prove (7.2), we can assume that F is algebraically closed, because the trace of a matrix is
independent of the base field (this means, for a field F and an algebraically closed field F with
F ⊂ F , and for a matrix B ∈ Matr×r(F ), if we view B as a matrix in Matr×r(F ) which we denote
by BF , we have tr(B) = tr(BF ).). When F is algebraically closed, A can be triangulable and we
may assume

A =

[
a ∗
0 b

]
.

We can find a basis such that Symr(A) is upper triangular and its main diagonal is

diag(ar, ar−1b, ar−2b2, . . . , abr−1, br).

Thus

tr(Symr(A)) =

r∑
i=0

ar−ibi.

Using this formula, it is easy to check (7.2). This gives a proof of Theorem 7.9 when n = 2. One
can also see that Theorem 7.9 is indeed a result on symmetric polynomials.

Exercise 7.11. Prove Theorem 7.9 for n = 3.

8. Relationship between exterior/symmetric power and tensor product

In this section, we require that V is a finite dimensional vector space over F .

Lemma 8.1. There is a unique linear map p : ⊗r(V ) → ∧r(V ) such that

p(α1 ⊗ · · · ⊗ αr) = α1 ∧ · · · ∧ αr,∀α1, . . . , αr ∈ V.

Similarly, there is a unique linear map q : ⊗r(V ) → Symr(V ) such that

q(α1 ⊗ · · · ⊗ αr) = α1 · α2 · · · · · αr,∀α1, . . . , αr ∈ V.

Proof. Consider the natural map V r → ∧r(V ), (α1, . . . , αr) 7→ α1 ∧ α2 ∧ · · · ∧ αr. This map is
multi-linear by definition. Thus there is a unique linear map p : ⊗r(V ) → ∧r(V ) such that

V r //

""

⊗r(V )

p
zz

∧r(V )
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This map p satisfies
p(α1 ⊗ · · · ⊗ αr) = α1 ∧ · · · ∧ αr,∀α1, . . . , αr ∈ V.

The linear map q can be defined similarly. □

Lemma 8.2. Assume Char(F ) = 0. Then there is a unique linear map i : ∧r(V ) → ⊗r(V ) such
that

i(α1 ∧ · · · ∧ αr) =
1

r!

∑
σ∈Sr

sgn(σ)ασ(1) ⊗ · · · ⊗ ασ(r).

Similarly, there is a unique linear map ι : Symr(V ) → ⊗r(V ) such that

ι(α1 · α2 · · · · · αr) =
1

r!

∑
σ∈Sr

ασ(1) ⊗ · · · ⊗ ασ(r).

Proof. We consider the map f : V r → ⊗r(V ) defined by

f(α1, . . . , αr) =
1

r!

∑
σ∈Sr

sgn(σ)ασ(1) ⊗ · · · ⊗ ασ(r).

Then f is multi-linear and alternating. Thus there is a unique map i : ∧r(V ) → ⊗r(V ) such that
the following diagram

V r ∧r
//

f ""

∧r(V )

izz
⊗r(V )

is commutative. This linear map i satisfying the required property. The linear map ι is defined
similarly. □

Remark 8.3. The requirement Char(F ) = 0 is to ensure the factor 1
r! is well-defined in F .

Lemma 8.4. Assume Char(F ) = 0. Let p, q, i, ι be the maps defined in the above two Lemmas.
Then we have

p ◦ i = id∧r(V ), and q ◦ ι = idSymr(V ).

In particular, i and ι are injective and p, q are surjective.

Proof. This follows from a direct computation. Given α1, . . . , αr ∈ V , we have

p ◦ i(α1 ∧ · · · ∧ αr) = p

(
1

r!

∑
σ∈Sr

sgn(σ)ασ(1) ⊗ · · · ⊗ ασ(r)

)

=
1

r!

∑
σ∈Sr

sgn(σ)ασ(1) ∧ . . . ασ(r)

=
1

r

∑
σ∈Sr

α1 ∧ · · · ∧ αr

= α1 ∧ · · · ∧ αr.

This shows that p ◦ i = id∧r(V ). In the above, we used the fact

ασ(1) ∧ . . . ασ(r) = sgn(σ)α1 ∧ · · · ∧ αr.

The identity q ◦ ι = idSymr(V ) can be checked similarly. □

Assume Char(F ) = 0. From Lemma 8.4, we see that ∧r(V ) can be viewed as a quotient space of
⊗r(V ) via the map p, (since ∧r(V ) is isomorphic to ⊗r(V )/Ker(p)) and it can also be viewed as a
subspace of ⊗rV via the map i (since ∧r(V ) is isomorphic to i(∧r(V )) which is subspace of ⊗r(V )).
Similarly, Symr(V ) can also be viewed as a subspace and a quotient of ⊗r(V ). In the following, we
will view ∧r(V ) and Symr(V ) as a subspace of ⊗r(V ) and won’t distinguish ∧r(V ) and its image
i(∧r(V )) in ⊗r(V ). In many books (for example, [HK, section 5.7]), exterior (resp. symmetric)
product are just defined as the image of i (resp. ι).
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Lemma 8.5. We have
V ⊗ V = ∧2(V )⊕ Sym2(V ).

Proof. Consider the bilinear map V 2 → V ⊗ V defined by (α, β) 7→ β ⊗ α. Using the universal
property of tensor product, we get a linear map τ : V ⊗ V → V ⊗ V such that τ(α⊗ β) = β ⊗ α for
all α, β ∈ V . We consider the linear map τ2 = τ ◦ τ . We have τ2(α⊗ β) = τ(β ⊗ α) = α⊗ β. Thus
τ2 = idV⊗V . Thus the minimal polynomial µτ of τ satisfies

µτ |(x2 − 1).

Thus τ is diagonalizable and the only possible eigenvalues of τ are ±1. So we get

V ⊗ V = Ker(τ − idV⊗V )⊕Ker(τ + idV⊗V ).

We claim that Ker(τ − idV⊗V ) = Sym2(V ) and Ker(τ + idV⊗V ) = ∧2(V ), and this will give the
desired result. For an element

i(α ∧ β) =
1

2
(α⊗ β − β ⊗ α) ∈ i(∧2(V )),

we have

τ(i(α ∧ β)) =
1

2
(−α⊗ β + β ⊗ α) = −i(α ∧ β).

Thus ∧2(V ) ⊂ Ker(τ + idV⊗V ). Conversely, we consider a general element∑
ckαk ⊗ βk ∈ Ker(τ + idV⊗V ).

We have ∑
ckαk ⊗ βk = −

∑
ckβk ⊗ αk.

We now consider γ =
∑

ckαk ∧ βk ∈ ∧2(V ). We have

i(γ) =
∑

ck
1

2
(αk ⊗ βk − βk ⊗ αk)

=
1

2

∑
ckαk ⊗ βk − 1

2

∑
ckβk ⊗ αk

=
∑

ckαk ⊗ βk.

This shows that
∑

ckαk⊗βk ∈ ∧2(V ). Thus Ker(τ +idV⊗V ) ⊂ ∧2(V ) and hence Ker(τ +idV⊗V ) =
∧2(V ). It is similar to show Ker(τ − idV⊗V ) = Sym2(V ). □

Remark 8.6. An alternating but actually easier proof of the above lemma is: one first show that
∧2(V ) ∩ Sym2(V ) = {0}, and then the dimension counting will give us the above decomposition.

Decompositions of ⊗r(V ) = V ⊗r for r ≥ 3 is much harder.

Exercise 8.7. Show that Sym3(V ) ∩ ∧3(V ) = {0} and thus Sym3(V ) ⊕ ∧3(V ) can be viewed as a
subspace of ⊗3(V ) = V ⊗ V ⊗ V . Show that ⊗3(V ) is in general larger than Sym3(V ) ⊕ ∧3(V ).
What is missing in the decomposition V ⊗V ⊗V = Sym3(V )⊕∧3(V )⊕ (something)? Try to figure
this “something” out when dimV = 2, 3.
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